
Natural Language Processing
CHAPTER 22 IN THE TEXTBOOK



• Human speech ~100,000 years 

• Writing ~ 7,000 years

• Huge numbers of pages of information on 
the Web, almost all of it in natural language 

• For knowledge acquisition an agent needs to 
understand (partially) the ambiguous, messy 
languages that humans use 

• Specific information-seeking tasks: 
• text classification, 
• information retrieval, and 
• information extraction 

• Requires to use language models, which 
predict the probability distribution of 
language expressions
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What is NLP?

• Fundamental goal: analyze and process human language, broadly, robustly, 
accurately…

• End systems that we want to build:
• Ambitious: speech recognition, machine translation, information extraction, dialog interfaces, 

question answering…
• Modest: spelling correction, text categorization…
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Problem: Ambiguities
• Headlines:

• Enraged Cow Injures Farmer With Ax
• Hospitals Are Sued by 7 Foot Doctors
• Ban on Nude Dancing on Governor’s Desk
• Iraqi Head Seeks Arms
• Local HS Dropouts Cut in Half
• Juvenile Court to Try Shooting Defendant
• Stolen Painting Found by Tree
• Kids Make Nutritious Snacks

• Why are these funny?
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Language models
• Formal languages, such as the programming languages Java or Python, have precisely 

defined language models 

• A language can be defined as a set of strings; 
• “print(2 + 2)” is a legal program in the language Python, whereas 
• “2)+(2 print” is not

• Infinitely many legal programs: they cannot be enumerated 
• they are specified by a set of rules called a grammar

• Formal languages also have rules that define the meaning of semantics of a program
• the rules say that the “meaning” of  “2 + 2” is 4, and 
• the meaning of “1/0” is that an error is signaled

• Natural languages, such as English or Spanish, cannot be characterized as a definitive set 
of sentences
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Characteristics of natural languages

“Not to be invited is sad” 

• is a sentence of English, but what about 
the grammaticality of 

“To be not invited is sad” 

• A natural language model = probability 
distribution over sentences rather than a 
definitive set

• Rather than asking if a string of words is 
(not) a member of the set defining the 
language, we ask for 𝑃(𝑆 = 𝑤𝑜𝑟𝑑𝑠) —
what is the probability that a random 
sentence would be words

Natural languages are also ambiguous

• “He saw her duck” can mean either that he 
saw a waterfowl belonging to her, or that he 
saw her move to evade something

• There is no single meaning for a sentence, 
but rather of a probability distribution over 
possible meanings

Natural languages are very large

• and hence difficult to deal with, and 
constantly changing

• Thus, our language models are, at best, an 
approximation
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-gram character models
• Ultimately, a written text is composed of characters —

letters, digits, punctuation, and spaces in English 

• One of the simplest language models is a probability distribution over sequences of 
characters

• We write 𝑃(𝑐ଵ:ே) for the probability of a sequence of 𝑁 characters, 𝑐ଵ through 𝑐ே

• In one Web collection, P(“the”) = 0.027 and P(“zgq”) = 0.000000002 

• A sequence of written symbols of length 𝑛 is called an 𝒏-gram 

• A model of the probability distribution of 𝑛-letter sequences is called an 𝑛-gram model 

• We can also have 𝑛-gram models over sequences of words, syllables, or other units
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Markov chain
• A transition model specifies a probability 

distribution over the latest state variables, 
given the previous values, that is,

𝐏 𝐗௧ 𝐗଴:௧ିଵ

• Problem: the set 𝐗଴:௧ିଵ is unbounded in 
size as 𝑡 increases 

• Solve by making a Markov assumption 
—the current state depends on only a 
finite fixed number of previous states 

• Markov processes or Markov chains first  
studied in depth by the Russian statistician 
Andrei Markov (1856–1922)

• The simplest model is the first-order 
Markov process, in which the current state 
depends only on the previous state and not 
on any earlier states

• I.e., a state provides enough information to 
make the future conditionally independent of 
the past, and we have

𝐏 𝐗௧ 𝐗଴:௧ିଵ = 𝐏 𝐗௧ 𝐗௧ିଵ
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• In a first-order Markov process, the transition model is the conditional distribution 
𝐏 𝐗௧ 𝐗௧ିଵ

• The transition model for a second-order Markov process is the conditional distribution 
𝐏 𝐗௧ 𝐗௧ିଶ, 𝐗௧ିଵ
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• An 𝑛-gram model is defined as a Markov 
chain of order 𝑛 − 1

• In a Markov chain the probability of 
character 𝑐௜ depends only on the 
immediately preceding characters, not on 
any other characters

• So in a trigram model (Markov chain of 
order 2) we have

𝑃 𝑐௜ 𝑐ଵ:௜ିଵ = 𝑃 𝑐௜ 𝑐௜ିଶ:௜ିଵ

• We define the probability of a sequence of 
characters 𝑃(𝑐ଵ:ே) under the trigram model 
by first factoring with the chain rule and then 
using the Markov assumption:

𝑃 𝑐ଵ:ே = ෑ 𝑃 𝑐௜ 𝑐ଵ:௜ିଵ

ே

௜ୀଵ

= ෑ 𝑃 𝑐௜ 𝑐௜ିଶ:௜ିଵ

ே

௜ୀଵ

• For a trigram model in a language with 100 
characters, 𝑃 𝑐௜ 𝑐௜ିଶ:௜ିଵ has a million 
(100ଷ) entries 

• It can be accurately estimated by counting 
character sequences in a body of text of 10 
million characters or more

• A body of text is called corpus, from the 
Latin word for body
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Model evaluation
• There are many possible 𝑛-gram models—unigram, bigram, trigram, interpolated 

smoothing with different values of λ

• We can evaluate a model with cross-validation
• Split the corpus into a training corpus and a validation corpus
• Determine the parameters of the model from the training data 
• Then evaluate the model on the validation corpus

• The evaluation can be a task-specific metric
• E.g., measuring accuracy on language identification

• Alternatively we can have a task-independent model of language quality: 
• calculate the probability assigned to the validation corpus by the model; 
• the higher the probability the better

• The probability of a large corpus will be a very small number, and floating-point underflow 
becomes an issue
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-gram word models
• In 𝑛-gram models over words all the same 

mechanisms apply as in character models

• The vocabulary is larger

• There are only about 100 characters in 
most languages, and sometimes we build 
character models that are even more 
restrictive, e.g., 
• by treating “A” and “a” as the same 

symbol or 
• by treating all punctuation as the same 

symbol 
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• With word models we have tens of 
thousands of symbols, and sometimes 
millions

• It is not clear what constitutes a word

• English: a sequence of letters surrounded by 
spaces is a word

• Chinese: words are not separated by spaces 

• Even in English many decisions must be 
made to have a clear policy on word 
boundaries: how many words are in 

“ne’er-do-well”? 

Or in “(Tel:1-800-960-5660x123)”?
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Unknown words
• Word 𝑛-gram models need to deal with 

out of vocabulary words

• Nobody is inventing a new letter of the 
alphabet

• With word models there is always the 
chance of a new word that was not seen in 
the training corpus

• Add just one new word to the vocabulary: 
UNK , standing for the unknown word 

• We can estimate 𝑛-gram counts for UNK : 
go through the training corpus, and the first 
time any individual word appears it is 
previously unknown, so replace it with UNK

• All subsequent appearances of the word 
remain unchanged 

• Then compute 𝑛-gram counts as usual, 
treating UNK just like any other word 

• When an unknown word appears in a test 
set, we look up its probability under UNK

• Sometimes multiple unknown-word symbols  
for different classes: 

• string of digits might be replaced with NUM , 
• email address with EMAIL
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• Build models over the words in the AIMA textbook  and then randomly sample sequences 
of words from the them

• Unigram: logical are as are confusion a may right tries agent goal the was…

• Bigram: systems are very similar computational approach would be represented…

• Trigram: planning and scheduling are integrated the success of naive Bayes model…

• The unigram model (perplexity 891) is a poor approximation of either English or the 
content of an AI textbook

• The bigram (perplexity 142) and trigram (perplexity 91) models are much better
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Parsing as Search
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Grammar: PCFGs
• Natural language grammars are very ambiguous!

• PCFGs are a formal probabilistic model of trees
• Each “rule” has a conditional probability (like an HMM)
• Tree’s probability is the product of all rules used

• Parsing: Given a sentence, find the best tree – search!

ROOT  S 375/420

S  NP VP . 320/392

NP  PRP 127/539

VP  VBD ADJP 32/401

…..
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Syntactic Analysis

Hurricane Emily howled toward Mexico 's Caribbean coast on Sunday packing 135 mph winds and torrential rain and 
causing panic in Cancun, where frightened tourists squeezed into musty shelters.

http://nlp.cs.berkeley.edu
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Dialog Systems
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ELIZA
• A “psychotherapist” agent (Weizenbaum, 
~1964)

• Led to a long line of chatterbots

• How does it work:
• Trivial NLP: string match and substitution
• Trivial knowledge: tiny script / response 

database
• Example:  matching “I remember __” results in 

“Do you often think of __”?

• Can fool some people some of the time?
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Watson
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What’s in Watson?
• A question-answering system (IBM, 2011)

• Designed for the game of Jeopardy

• How does it work:

• Sophisticated NLP: deep analysis of questions, noisy 
matching of questions to potential answers

• Lots of data: onboard storage contains a huge 
collection of documents (e.g. Wikipedia, etc.), exploits 
redundancy

• Lots of computation: 90+ servers

• Can beat all of the people all of the time?
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Language identification

• 𝑛-gram character models are well suited for language identification: 
given a text, determine what natural language it is written in

• This is a relatively easy task; even with short texts such as 
“Hello, world” or “Wie geht es dir,” it is easy to identify the language

• Computer systems identify languages with greater than 99% accuracy; 
closely related languages, e.g. Swedish and Norwegian, can get confused

• One approach is to first build a trigram character model of each candidate language, 
𝑃 𝑐௜ 𝑐௜ିଶ:௜ିଵ, κ , where the variable κ ranges over languages

• For each κ the model is built by counting trigrams in a corpus of that language

• About 100,000 characters of each language are needed 

• That gives us a model of 𝐏(Text | Language)
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• To select the most probable language κ∗ given the text 𝑐ଵ:ே we apply Bayes’ rule 
followed by the Markov assumption to get the most probable language:

κ∗ = argmax
κ

𝑃 κ 𝑐ଵ:ே

= argmax
κ

𝑃(κ)𝑃 𝑐ଵ:ே κ

= argmax
κ

𝑃(κ) ෑ 𝑃 𝑐௜ 𝑐௜ିଶ:௜ିଵ, κ

ே

௜ୀଵ

• The trigram model learned from a corpus, what about the prior probability 𝑃(κ)?

• If we are selecting a random Web page we know that English is the most likely 
language and that the probability of Macedonian will be less than 1%

• The exact number we select for these priors is not critical because the trigram 
model usually selects one language that is several orders of magnitude more 
probable than any other
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Other tasks for character models include 

1. Spelling correction

2. Genre classification
• deciding if a text is a news story, a legal document, a scientific article, etc. 
• While many features help make this classification, counts of punctuation and 

other character 𝑛-gram features go a long way 

3. Named-entity recognition 
• finding names of things in a document and deciding what class they belong to
• E.g., in the text “Mr. Sopersteen was prescribed aciphex,” we should recognize 

that “Mr. Sopersteen” is the name of a person and “aciphex” is the name of a drug
• Character-level models are good for this task because they can associate the 

character sequence 
• “ex” followed by a space with a drug name and 
• “steen” with a person name, and 
thereby identify words that they have never seen before
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Smoothing -gram models
• The training corpus provides only an estimate of the true probability distribution

• For common character sequences such as “th” any English corpus will give a good 
estimate: about 1.5% of all trigrams

• On the other hand, “ht” is very uncommon—no dictionary words start with ht

• It is likely that the sequence would have a count of zero in a training corpus of standard 
English 

• Should we assign 𝑃(“ht”) = 0? 

• If we did, then the text “The program issues an http request” would have an English 
probability of zero 

• This seems wrong

DATA.ML.310 | ARTIFICIAL INTELLIGENCE | WINTER 2022 |  26



• We want our language models to generalize 
well to texts they haven’t seen yet

• Just because we have never seen “http” 
before does not mean that our model should 
claim that it is impossible 

• Adjust the language model so that sequences 
that have a count of zero in the training corpus 
will be assigned a small nonzero probability 

• The other counts will be adjusted downward 
slightly so that the probability still sums to 1 

• The process of adjusting the probability of low-
frequency counts is called smoothing

DATA.ML.310 | ARTIFICIAL INTELLIGENCE | WINTER 2022 |  27



Laplace Smoothing

• Laplace (18th century): 
• In the lack of further information, if a 

random Boolean variable has 
been false in all observations so 
far then the estimate for 

should be 

• He assumes that with two more trials, 
one might be true and one false 

• Laplace smoothing performs relatively 
poorly 
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Backoff Model

• A better approach is a backoff model
• start by estimating   -gram counts
• for any sequence that has a low or zero 

count, we back off to -grams

• Linear interpolation smoothing is a 
backoff model that combines trigram, 
bigram, and unigram models by linear 
interpolation

௜ ௜ିଶ:௜ିଵ

ଷ ௜ ௜ିଶ:௜ିଵ ଶ ௜ ௜ିଵ ଵ ௜

• where ଵ ଶ ଷ
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Machine Translation
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Machine Translation

• Translate text from one language to another
• Recombines fragments of example translations
• Challenges:

• What fragments?  [learning to translate]
• How to make efficient?  [fast translation search]
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The Problem with Dictionary Lookups
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MT: 60 Years in 60 Seconds
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Data-Driven Machine Translation
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Learning to Translate
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An HMM Translation Model
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Levels of Transfer
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Syntactic Translation
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A Syntactic MT System
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Example: Syntactic MT Output

[ISI MT system output]
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